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About the size of the measurement units in a Leontief system and its
consequences

Xosé Luis Quifioa Lépez'
ABSTRACT

Beginning from the economic meaning of indecomposability in an Leontief-type system
and then modifying the size of the measure units of the different goods through

consecutive approximations, the original system is turned into another, structurally

equivalent, one whose technological matrix 4 1is such that V/, z a,=a, the

maximum eigenvalue of A that admits 1=(1,....1) as left positive eigenvector, from

where we deduce the main Perron-Frobenius theorem.
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INTRODUCTION

A Leontief system is represented though a board

B, o

4y 0 4y 4y, : :
(q,-j)= q; " qw | B=|B |5 O=| O (1)

4y q”j_ g :

B, 0,

in which:

(gij) represents the interindustrial transactions matrix; each term g¢; shows the
physical quantity of the goods i used by the industry j in the considered period of
time.
B = (B:) is the column vector that represents the surplus of the system; ; is the
surplus of the industry i, and we suppose that it exists at least one industry in which
B;>0.
0O = (0O is the column vector that represents the total output of the different goods in
the considered period.
L= (L,..., Li,..., L,) is the row vector of the labour quantities used by the different
industries.
A = (ay) shows the square matrix nxn defined by a; = 4y , and that we will name the
j

system’s technological matrix.

. L.
[ = (1) is the row vector defined by /, =—-; /; represents the amount of labour used

in the production of a product’s unit i.

. A .
We will denote as L } what we know as the “system’s technique”.

Each column matrix (g;) or (a;) represents heterogeneous goods, whose respective

quantities depend on the measurement units (kilograms, tons, dozens...). From that,

we deduce that the system type (1) can be represented by a countless matrix (g;;) or

(aj), we only need to modify the size of one of the measurement units for obtaining a

different matrix.



Our target is to find a technological matrix 4 that could be considered as
“characteristic” in a given Leontief system.

We will see that this is like taking the size of one the measurement units as numeraire,
and according to it, the other units can be expressed. This will be possible for
indecomposable systems, for certain decomposable systems, and even for some infinite
ones.

Let’s consider the example suggested by Sraffa at the beginning of Production of
Commodities by Means of Commodities, relating to two iron and wheat industries,
whose quantities had been measured respectively in tons and quarters. In Leontief

terminology, we represent the problem as

-2 (o] e

with a technological matrix

L [0:486956 6
~10,020869 0,4

The technological matrix A4 is

S,=Ya,=0507825 ; S,=>a,=64

What suggests that the quarter is a measurement unit too small relative to the ton,
making the total numerical quantity of wheat, Q; = 575, excessively large in

comparison with the iron O, = 20.
, 1 .
Let’s suppose that we take 5 quarters for wheat and 3 tons for iron as measurement

units. The system results:

{(q';j){zz iﬂ ; B'= [305j ; Q'—[lgosﬂ (3)



whose technological matrix is:

0,486956 0,4
A( j()

0,313043 0,4

which has the important property that
$'=>4a,=08 ; §,=>4a,=08

The system (3) is structurally equivalent to the original (2), with the only difference that
the same physical quantity of the goods is being expressed in different measurement
units, giving as a as result different numerical quantities.

We can see that:

a) @ =0,8 is the maximum eigenvalue of 4 (and 4”).
b) (;3) (or any possible multiple) of it is the positive eigenvector on the left

associated to the maximum eigenvalue of 4, @ =0,8. Likewise, 1 =(l,...,1) is the
positive eigenvector on the left of A associated to @ = 0,8 (the wheat units are five

times bigger and the iron ones three times smaller).

¢) The Leontief inverse of A” is:

(32857 21904
(I -4 ) = :( ij
1,7142  2,8095

and it has the property that

2(1”55:1_1 ; Ya,=5= 17

]|



d) In the system (3) the ratio between means of production used Zq'l./. and total

i,J

production ) O', results

zq‘ij

iJ _@_
o, 175

08=a

and we also deduce the ratios according to @ between surplus and total output, and

surplus and used production means.

e) Taking r=(r,r)= (;, 3] as eigenvector on the left of A associated to @ =0,8, and

. (1/5 0 .
rF= we have A'=7 A7 .
0 3

. 1 .
In the example, as we saw, we take as unit 5 quarters for wheat and 3 tons for iron,

which is the same as saying that in the system 1 ton of iron is equal to 15 quarters of
wheat, and that is the accurate conclusion reached by Sraffa: “The exchange ratio which
the advances to be replaced and the profits to be distributed to both industries in
proportion to their advances is 15 qr. of wheat for 1 t. of iron, and the corresponding
rate of profits in each industry is 25%”.

Regrettably, Sraffa —who seems to have sensed the importance of considering the size
of the measurement units- did not continue on that way, maybe because his efforts were
straightly directed to the distribution problem.

If matrix 4 is indecomposable and the system has any kind of surplus, then the theorem
of Perron-Frobenius indicates that its maximum eigenvalue is @ < 1, for which it
corresponds an eigenvector on the left » = (r1,..., 4,..., ), such that Vi, 7»;>0.

Then, the converted system

l(”;' qij)’ (ri Bi)’ rz‘Qz‘J €]



Is such that its technological matrix A4

A=F AP =(dy)

Il
>
>

has the property that

And we demonstrate that we have all the properties a), b), ¢), d) and e) of the example of
Sraffa.

What we want to do is to follow the inverse way, to define the economical meaning of the
indecomposability with any size of the measurement units and, then, by modifying their
size through consecutive approximations, to convert the original system into another

structurally equivalent one, whose technological matrix A’ is such that

maximum eigenvalue of A’ (and A), that admits 1 =(l,...,]) as associated positive

eigenvector on the left, and from where the Perron-Frobenius theorem is deduced.

DECOMPOSABILITY AND GRAPH THEORY

We will say that the system (1) is decomposable —or reducible— if it exists a subset
{i1,..., ip}, 1 <p <n of the system’s industries, such that these industries don’t use
products of the other industries. By negation we will say that the system is
decomposable —or irreducible— if any non-empty subset of industries —any industry

in particular i— uses directly or indirectly products of the other industries.



A system is mathematically decomposable if its technological matrix A4 —or g;— can be

converted through row and column changes to the form

A= A4y Ay
0 A4,

in which 41, and A, are square sub-matrices, being 0 a null sub-matrix.

In the analysis that we propose it is very useful to interpret decomposability through
elemental graph theory.

DEFINITION. If N = {l,..., j,..., n} is the set of industries in the system, we will
denominate as graph the whole application I' of N in the set P (N) of parts of N.
The elements of N are the vertex of the graph.

In a Leontief system with its technological matrix 4 = (a;), we define the graph as:
r(@)={jeN|a=0}cN

We will call arc of the graph T to every pair (i, ) of vertex (industries), such that j
I'(»; which is the same as saying that the industry ; directly uses the product i.

We will say that i is the initial vertex and j the final one, simply denoting as i — .
We can represent the N elements as points in the plane, in which case we describe I’
through the set of its arcs.

For example, given the matrix

03 0 02) T'H={L3}, I=1, 1-3
A=|01 0 04| T@={,3, 21,23
02 06 0l1) 13)={,2,3, 3-1,3-52, 353

We will call way to every series i, i,..., ir of vertex, such that i;;; € T'(3)), i.e.,
h—bh—>... D >l

where the vertex #; is the beginning of the way, and vertex i; is the end.



We will say that the industry j is accessible from i if it exists a way:

i=i1—>i2—>...—>ik,1—>l'k=j

If a; # 0, then i — j, which means that industry ;j directly uses the product 7, while if
a; =0 and j is accessible from i, the industry j =i, directly uses the product i ...
that uses 1y, that uses the i; =i; i.e. industry j indirectly uses product i.

We will say that the graph T" of the system is strongly connected if for all industries i
and j there is a beginning of the way i and an ending of the way j, meaning that
industry j uses product i, directly if a; # 0, or indirectly if a;=0.

We will denominate circuit C; to every way whose beginning i is confused with its

endin i: i=1i; —i» —>... > i = i, and we will say that C; is complete if

{il, iz,..., ik} = {1,,], I’l} =N

i.e. that starting from a vertex i it is possible to get “back” to 7 by a way that goes
through all vertex of the graph.

From previous conditions, we can give the following interpretation of the
decomposability of the system.

If it exists a complete circuit ¢ (i) for all 7 , it means that each industry uses the
products of the other industries directly or indirectly, and that the system is
indecomposable.

EXAMPLE. For the matrix

0 08 0 0) I*¥=——=:2
105 0 01
1o 0200

0 0 1 0) 4~—».3



the correspondent complete circuits are:

15225453521
22545352512
352>51-52-54->53

4-53-52->1-52—-4

For each vertex i there is a complete circuit, so that 4 is indecomposable.

In general, each column j of 4 shows heterogeneous quantities of the goods directly
used in the production of an unit of good j, but the goods indirectly used and their
numerical quantities don’t appear.

In the previous example, industry 1 only uses the product of 2 which uses the products
of 1 and 3, using this last product the one of 4; that is to say, that industry 1 uses
products of the other industries direct or indirectly in its production, and we can say the
same about the industries 2, 3 and 4.

Let’s consider again the Leontief system that we described in (1) and a »= (ry,..., r,...,
r.) € R", such that Vi, r;>0, and modify the size of each unit i according to r;

The system is converted into:
gy o hdyy o hq 7B 1o
(q';j): nidn 0 Ly N | p'= B | o= Vin- (®)]
rnqnl rnqrg/' rnqrm rn Bn v Qn
The system (5) is structurally equivalent to (1), as each q’; = r; g; represents the same

physical quantity of output i numerically expressed in different size units.

The technological matrix of the new system, A'= (a‘,.j) is:




And denoting as 7 the diagonal matrix whose diagonal elements are the r;, we have

A'=7 A7, deducing that the characteristical equations of 4 and A’

det (M — A"y =det (A1 7 A7) =det [f (A1 — 4) 7] =
=detf.det(M—A).detf‘1 =det (M — 4)

are the same, and thus that 4 and A" have the same eigenvalues.

BANACH ALGEBRA M, (R) AND PERRON-FROBENIUS THEOREM

The vectorial space M, (R) of the square matrix of order »n with the rule

l=sy.

al.j

or, alternatively,

a,

|4 =sup
! J

has Banach algebraic structure with unit 7, being the rule compatible with the matrix

product’:

4Bl < [l]l - 1BI]
1]l =1

Being A4 the technological matrix of a Leontief system and for each j, 1 <j <n, let’s say

% See mathematical appendix.

10



We have, then

| 4] =sup (S}
J

If all the S; are equal to |4|=a, then a is the maximum eigenvalue of 4 that admits
1=(L...L,....1) as eigenvector on the left, and VA € R, A > |l4]], we have that (Al —4) is
inversible and that (A — 4) ' > 0°.

Given a technological matrix 4 with rule a = ||4||, and considering the matrix —, with
a

rule 1. We will follow the reasoning with a matrix of rule < 1

It is well known that if ||4|| <1, /-4 is inversible and
[—A)"'=[+A+A+. . +4"+...

The problem of the inversibility of / — A appears when ||4]| = 1.

Now, we propose a version of the Perron-Frobenius theorem with a demonstration
based on topological considerations and the economic interpretation of the unit’s size
modification through consecutive approximations.

THEOREM. Being A a technological matrix such that

4|=sp ¥ 4, =1
J

if A is indecomposable, and at least for one j,

§;=2 a;<1

then - A is inversible, its inverse is positive, and there exists » € R”, r> 0, such that

the matrix A'=7 A7~ verify that Vj,

? See Mathematical appendix.



is a maximum eigenvalue of 4, strictly minor than 1, and that admits 1=(l,...,]) as
associated eigenvector on the left.

DEMONSTRATION. Let’s demonstrate, first, that it exists » € R”, r > 0, such that
747 <1.
Given r; € R, r;>0, we will denote 7 the vector R" whose components are all

equal to 1, except the one of order i, which is equal to r;.

Being i an industry such that
S, = Z a, <1
k

If forevery j#i a;#0, it means that all industries j directly use the product i, so it
is enough to take 7, S;<r;<1 and then, the addition of the elements of the columns j
#i of 7 A7 will be:

S,j = alj +...+ a,'j 14 +..+ a,,j < a1j +..+ a,j + a,y- = Sj <1

And, as the same,
a,. a.r. a .
S <8 =4+ <]

at the end, we have,

HﬁAﬁ*stqp (s y<1
J

Given that all the industries directly use the product i, when increasing the size of the

unit 7 adecreaseinall S;, j+#1 is caused.

12



If a; = 0, it means that the industry ;j does not directly use the product i but it is
indirectly used, as the system is indecomposable. Let’s consider, then, the complete

circuit:
i=i(H)2i@Q)>...oi@®)—>i(tt+t])>...>ith)=i

in which i (#+1) is the first vertex for which S;1y=1.

Now, let’s take 7y, such that S < riy < 1 and that 7, is the vector whose

components, except the one from order i (f), are equal to 7. The industry i (#+1)

directly uses the product i (¢), so that the addition of the column elements i (#+1) of

will be
Sierty = avigrny oo F di i) Tigy oo Anigerny < Sigry = 1

On the other side, given the election of r; (), we also have S, <1, k < (). We can
restart the process from i (#+1), obtaining real numbers riq), i1 .- -, Figp)-

Being r the vector of R" whose components , except the one from order i (¢), are
equal to 7y, those of order 7 (#+1) will be equal to rig+1)...

Through elemental calculations we have that

F=Tuy " Tigsy - Tiep)

and A'=7 A7 is such that

J4]=sup 5"} <1
J

So that 7— A" is inversible, being its inverse positive, from where we deduce that the

eigevalues of 4" (and A) are strictly less than 1.

13



On the other side,
([—ay' =(1=;ai" ) =[p-a)i ' =2 -a" #
For simplicity, let's denote 4 instead of 4’
(-4 =(a,) v 7 =Z o;
We have, then,

-y = sup {r;}

If we consider the equations system » (/ — A) = 1, or, what it is equivalent,

r=1(—-A4)", its solution is no other than r = (r,..., rj,..., 1), where r, =z o

i

and,as (/—A)'=I+A+..+A4"+... the different r; are strictly greater than 1.

From r(I-A4)=1,wehavethat Vj, 1<j<n

—ayri—ayr—.+t{A-a)ri—.—a,r,=1
from where we obtain
1 n r; r
l=—+aq,~++..+a,~L+..+a,= (6)
J J n
B g r

Saying

AM=FA7" y S,()=Da, ()

14



we have that Vj, 1<j<n

1
1= - +S,(
J
If all 7; are equal, that is to say, if the sum of the column elements of (/ —A4)" is equal

to r, we will have that the sum of the columns of 4 is equal to @, and that 1= l +a,
r

1 . _ . .
from where r = 3’ being, then, a the maximum eigenvalue of A.
—-a

From the main approach of the Leontief system, Q-4 Q =, and being - 4
inversible, 0= (I—A4)" B:

Qi = 0 Bl +..t 0y Bj +ot Oy Bn

If we increase the industry’s surplus in one unit j, it must happen an increase A Q; in

the production of the industry i such that
Qi + Ai Q,‘ = 01 B] +..+ Qjj (BjH) tot Oy Bn

so that A Q; = a; represents the direct and indirect increase in the production of i
following an increase of an unit of j, and being the system indecomposable, A’ Q; = o
#0.

The sums
7 :Z (o :Z A‘/QI

represent heterogeneous quantities of the goods that the system must produce when J3;
increases in one unit. There it is the importance of considering the size of this unit
relative to the size of the other units. So that a small 7; means that the unit is small

relative to the different sizes.

15



As in the columns of (/ — 4)"' there are heterogeneous quantities of the goods directly

and indirectly used by each industry, we suggest the possibility of using the sums
n=q,

as the elements of the original system transformed into another, structurally equivalent,

one.

Let’s denote A4 = (a;)=(- A)™", and suppose it exists at least one j such that
S,
From -7 A7 =7(I—A)7" we also have
([=rai ' =i@-ay' i =p 47"
Given that by construction

the following matrix

issuchthat Vj, 1<;<n

And the sum of each column; of

16



is

inf {ri}(ZB,-,j<Z nB, < sup {E}(Zﬁyj: sup Uk :HZH

from where

inf {r} < | 47"
1

< spini<[i

being the rule of the transformed matrix strictly minor than the rule of the original one.

Let’s say, then, that

A=A
F)=TA()
a(l)=inf {r, ()}

@ (1)=sup {r; (1} = |4

Through an identical reasoning, we have

a(l)<

P A PO <w()
Given that 7 (1)=17 47", we have that Vj, 1</ <n

1 . o, +..ta,
7"'/, (1)=7(al/rl+"'+an/‘ rn)>lr}f{ri}( 5 z

J

J=inf i

J

so that,

a()>a(0)=inf {r} and @(1)<a(0)= HZH

Repeating the reasoning we obtain a matrix series

AOy=A, AQ) ... A(n) ,...

17



and two series of real numbers: (a (1)) strictly increasing and upper-bounded and thus
convergent: o= lima (n); and (ol (n)) strictly decreasing and lower-bounded, and thus
also convergent: o =1lim o (n).

Now we will demonstrate that being A indecomposable, necessarily o =oa. By
construction, the different A4 (n) are indecomposable, and the change of A (n) into
A(n+1)=7#(n) A(n) #(n)”" is done by jointly readjusting the size of the different
units, as each product directly and indirectly goes into the production of the other

products.

We will demonstrate that necessarily
o=Ilima((n)=a=Ilima(n)
Firstly, let’s observe that with a given vector » € R" of strictly positive components,

|7 = sup {r;}

st
io\n) infing

from where

oL if and only if %: !
inf {r;}  sup {r;}

Al N
r 7|

That is to say, only if all the 7; are equal.
Then,

a=lim a(n+1)= 1imHZ (n+l)H =lim

<lim [Hf ) HZ (n)H JF (n)-‘H]

Fm)- A (n)- 7 ()| <

18



because M, (R) is a Banach algebra, and the rule of a matrix product is minor or equal

to the rules product, and given that,
umpmwﬂmamha
we must have
lim [ ()| = tim # ()]
That is to say,

= (@

IR | —

or, because it is the same, o =a and then,
A'=lim 4 (n)=(a!))
issuchthat Vj, 1<;<n

-
Z“z/_“

We have then, @ maximum eigenvalue of
A'=1lim A4 (n)
and given that, by construction, setting

Am+D) =) A@m) 7 ()"

19



we also have
(I=A@)" =4
Inverting both sides, it results
Any=1-A4(n)"
so that
A=lim A (n) =lim (1 = 4 (n)")=1- 4"

and the maximum eigenvalue a of A" is

Q

I

—_

|
Q| —

Furthermore, and also by construction, matrices A'= (oc'l.j) and A’ = (a;) are such that

Vj, 1<j<n

That’s because they admit as positive eigenvector on the left 1 =(1,...,1) or any positive

multiple of it.

The economic interpretation of the procedure is easier to see now. Each column j of

A' represents heterogeneous quantities of the system’s goods needed to produce an unit
of j as final good, and given that all the columns sum o, in order to produce an
additional quantity of any good, we need the same numerical quantity of the system’s
heterogeneous goods, so that an unit of good i must be equivalent to another of good j,
i.e. all the units can be expressed in terms of one of them —or a multiple or part of it—

chosen as numeraire.

20



With the target of illustrating the consecutive approximation procedure, let’s take again
the simple example of Sraffa relative to the wheat and iron industry, in which the wheat
unit is the quarter and the iron unit is the ton.

The technological matrix was

L [0:486956 6
“10,020869 0,4

For which S$,(0) = 0,507825 and S, (0) = 6,4, as the quarter is an excessively small-sized
unit in comparison with the ton (or the ton excessively larger than the quarter).

Leontief’s inverse:

3,285654 32,856548)

A0)=(I-4)"=
O==4 (0,11428 2,809475

from where r;(0)= 3,4 and r,(0) = 35,666023.

If we say now
A =7(0) (I-4)" 7(0)"

we obtain

. 3,285654 3,1321788
| 1,198794  2,809475

from where 7 (1) =4,484448 and r,(1)=5,941653 and

3,285654 2,364003]

~ oA ~ o -1 =
A@=rm A1) = (1,588323 2,809475

where r(2)=4,873977 and r,(2) =5,173478.

21



In the following stage we would obtain 7 (3) =4,971577 and r, (3) = 5,036622. We can

see that the series o (n)=r(n) and a(n)=r,(n) tend to a=a = 5, and that the
maximum eigenvalue of matrix A" converted into 4 would be a = 1—% =0,8, as we
expected.

We can also observe that in this case of two unique industries

5(0)r1)-n((2)-r(3) _ 552184

= =14,94=15
50 r (D)1 (2)-1(3) 36945

That was the exchange relation in the original system:
1 iron ton = 15 wheat quarters
HOMOGENEIZATION OF THE UNITS

We have demonstrated that if the economic system has any kind of surplus and it is
irreductible, the maximum eigenvalue of A, @, is strictly minor than 1 and the system
can be transformed into another equivalent where its technological matrix 4’= (a’y) is

such that Vj, 1 <j<n

Being 1=(1,...,]) eigenvector on the left of A’

n . . 1 1
SeR", §>0 (Vi, S;>0), and denoting g vector [S]
matrix A4 (1) = S A'S™ has the same eigenvalues as 4’ and, as A'= St 4 Q) S and

1

T§"'=—, of TA=al we deduce that (1$7)- 4()=a- 157, ie. éA(l):Eg

1
S

and é is an eigenvector on the left of 4 (1).

22



A (1) (Se R", §>0) are a family of matrices of M, (R) representative of the Leontief
system set. In particular, given the original matrix A, it exists

r:le R", r>0
S

such that » A =a r, being r the eigenvector on the left of A.
Let’s take again system (4) and modify the size of the units in equal terms as r;
components of vector 7.

From r A=ar wehavethat Vj, 1<;<n

r1al-,-+...+r,-ai,-+...+Kja[i+...+rnan/:513 (7)
so that
i 7 i T —
a+..+—a,+..+—a,,+..+—a,=a
y ) i n
i"j }”j I”j I"j

And setting 4" = (a;) with

and Vj, 1<j<n

L
Z%—a

DEFINITION. Given an indecomposable Leontief system, we will call homogenized
system the transformed equivalent system whose technological matrix 4 is such than
Vj.

Z a;=a

and we will call 4 the homogenized matrix.
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Among the infinite technological matrices 4 (S) representative of the same system, it
will be useful to take as representative the homogenized one, in particular when
referring to the economic interpretation of the main matrix 4 and its Leontief inverse.
System (7) is equivalent to 7 (a I — A)=0 (an homogeneous system of n equations
and n unknowns with range n—1 (as a is the simple root of the characteristical
equation). For its resolution we can take one of the original units (or part of them) as
numeraire, for example, 7, = 1.

We will transform the system such that all the units will be expressed in terms of 7,
= 1, so they will behave as single product units inside the system. Then, the
heterogeneous quantities that appear in each column j of A4 behave as if they were

homogeneous.
THE LEONTIEF INVERSE

Being A homogenized, we have that Vj,
2 ay=a=|4|
Let’s set, then, (y;) = A%, and we have

i =D, 4 q
k
- _ - F=7
2Ty =20 2 Ay =D Ay | D ay | =D 4y a=a
i k k k k

i

n

That is to say, A" and the sum

=4

‘AzH = HA : , from where we deduce that Vn ‘

of the columns of 4" are all equal, and equal to a".

Then, as

(U-A)"' =I+A4+.+4"+ ..
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The sum of any column elements of (/—A)" will be

1
l-a

l+a+.+a"+..=

We have previously seen that each column j of (I — 4)"' represents heterogeneous
quantities of goods needed for the production of an additional unit of ; and, as all
column sums are the same in the homogenized system, this means that we need the
same quantities of goods to produce an additional unit of any of them.

THE STRUCTURAL RATIO

If the system has previously been homogenized, matrix 4 = (a;) is such that Vj, 1 <j<n
Z;: a;=a
or even
Z q,=aQ,

Adding both sides over j,

Z 4 =a (Z Q/J
1] J
or, if its preferred,

Z 4y

8
0 (®)

Il
]|

M
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That is to say, the ratio between the total quantity of goods used in production and the
total quantity of goods produced is equal to the maximum eigenvalue a .

From (8), and taking into account that

LA AN

we also deduce

——1-a )

-1 8”)

We obtain, as function of a , ratios among surplus produced, and the total production of

the system. We will say that (8) is the system s structural ratio.
MATHEMATICAL APPENDIX

We will denote as Mn (R) the vectorial space of the square matrix of order n with real
coefficients. In Mn (R) we also have another internal composition rule, the square
matrix product: if 4 = (a;) € Mn (R) and B=(b;) € Mn (R), A.B=(y;), with (yy) =

Yay by, . The product is associative, it is distributive over matrix addition, and it admits
k

as neutral element the identity matrix /.

az, || is a rule in Mn (R),

THEOREM 1. In Mn (R) if A4 = (ay), setting |4]=sup X
i

and thus Mn (R) is a Banach algebra.

Proof:

a) That HAH =sup Y.
joi

a,| is arule in Mn (R) is obvious.
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b) Mn (R) is complete. So, being (4'), = (a;/ )t a Cauchy series in Mn (R),
Ve>0,316eN/ p>ty, q=ty=> |4’ -4|<e
but

q
i

n
HA"—A"H<£<:)sup Y |af —ajl<e
jooi=l

)
a; (li/-

And in particular, being i and j fixed, we have |d]

< &, so that the series of real

numbers (a; )l is Cauchy in R and converge to a real number that we will denote as

ajj.
Setting then, 4 = (a;), it is enough to demonstrate that (4'), converges to 4 in Mn (R).

Beee R, >0, as (a;/. )t converges in R to aj;,

(G ))eN/t2t(G,)) =

¢ £
aij—aij<f
n

And if we take 7, = sup {t(i,j), 1<i<n, 1Sj£n},then

Viztyy Vj, 1<j<n, ¥

i=1

t
a; —ay;

. n
From where it results sup (Z afj -a;

JooNEl

)<€ or even HA’—AH<€, so that (4%,

converges to 4. Mn (R) is a Banach space.
VA BeMiR), |4-8|<|] 8] and [f]=1. if 4=(a;) and B=(by). setting

A.B = (yy), with (Yy) = Lay b, we have:
k

o
j i

)<l sz

- - |- (2
J 1
(=
k

The chosen rule is “compatible” with the matrix product. So it is obvious that ||7]|=1.

Y ay bkiD < sup% % a, bk/.‘ <
j

b

i

by

4.5

< sup |:Z
j i

THEOREM 2. For 4 € Mn (R) to be invertible in Mn (R), it is necessary and sufficient

that it exists D € Mn (R), D inversible and such that Hl - AD"H =K<I.
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Proof: If A is inversible, we take D = A, we have HI -4 A"H =0<1. In both sides, we

suppose that it exists D inversible, such that HI —4D H =K <1, the application

®: Mn (R) - Mn (R) :
6 )=D"+x(1-ap")

is such that

|6 -0 () :H (x—x')(l—AD“)H <|x-x]- HI—AD“H

(because Mn (R) is a Banach algebra), and as HI— AD'IH =K<l1, & isa complete
contraction in Mn (R) , and admits an unique fixed point x.
We have ¢(x)=x or

p'+x(1-4p")=%, xAD'=D",
and multiplying by D on the right, x4 =17 and x is the inverse of 4.
Moreover, V xo € Mn (R), the series xo, x1= @ (X0),..., Xu = @ (Xp-1),... converges at
x=A" (fixed point theorem).

Definition. Being 4 = (a;) € Mn (R), we will say that 4 is column dominant diagonal

if Vj, 1<j<n,

>3
i#j

; we will also say that 4 is Leontief if
Vi, a; >0
a; <0 sii#j

Obviously, if 4 is the technological matrix in a Leontief system, /— A4 is Leontief.

4 ‘ i

THEOREM 3. If A4 = (a;) € Mn (R) if Leontief’s column dominant diagonal, A is
inversible in Mn (R) and also, 4" >0.

Proof. Being 4 dominant diagonal, Vj, 1</<n,

yLZ =k<1

aj i#j

a; > 2 la; a
l¢_[

Let’s consider the matrix D defined by dj;=ay, dj=0 if i#j. As dj=a;>0, D is

Jos

inversible in Mn (R) and also,

R AN

i
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so that the application

®: Mn (R) = Mn (R) :
o) =D"+x (1-4p0")

is a contraction in Mn (R) and it admits an unique fixed point ¥ = 4™'. Moreover,
given that D'>0 and (1 - AD") >0, starting from xy = 0, the row xo, x;=¢ (x0),...,
Xi=@ (Xn-1),... 1s such that Vn, x, >0 and, consequently, nlgl;lo x,=x=4"20.

THEOREM 4. If 4 € Mn (R) and A is eigenvalue of 4, we have W < HAH

Proof. If A is eigenvalue of 4, A I—A isnotinversible and then, (theorem 2), for the
whole inversible matrix D we have HI —(ar1- A)D'IH >1.If A =0, this means that 4 is
not inversible and, obviously, M :OSHAH. If A # 0, and considering the diagonal
matrix D = (dj) defined by d;=A, d;j=0 if i#j, we have:

1
o) |- 1

lr=(a1-4)p7|= sup B[i

And as it must be ﬁHAH >1, it results || <]|4].

THEOREM 5. Being 4 € Mn (R), and 42>0

a)If V), 1<j<n, Sa,=a= |4], then @ is maximum real eigenvalue of A4 that

admits 1=(1,...,1) as associated eigenvector on the left.

b) If Ae R issuchthat A > |4, then A/—4 is inversible and AI-A)"'>0.

Proof.
a) Itresultsthat 1 A =& 1,and & is areal eigenvalue. On the other side, as for every

eigenvalue A,

/1\ < HAH (theorem 4), it results that a is the maximum eigenvalue.
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b) Let’s consider matrix D = (d;;) defined by d;=A and d; =0, if i #j. We have
A
that HI —(a1-4)D™ H = @ <1 and the application

D : Mn(R) - Mn(R):
p)=D"+x (1-(27-4)D")
is a contraction in Mn (R) that admits an unique fixed point x¥=(17-4)D" (theorem
2) and, given that D' >0 and 7-(17-4)D"' >0, starting from x>0, the row x, X;

= @ (X0)soer Xn = @ (Xp_1),... issuchthat Vn x,>0 and x=(AI—A4)" =lim x,>0.
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